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Introduction

Globalscape's Quality Assurance team has integrated and tested the F5 BIG-IP Local Traffic
Manager™ (LTM) with Globalscape® Enhanced File Transfer™ (EFT™) and DMZ Gateway® in an
active-active, high availability cluster. The purpose of the test was to define parameters for and to
certify interoperation between the F5 and Globalscape devices to provide load balancing in an
active-active, high availability cluster configuration.

This document describes the test setup and testing criteria, then describes specific settings in the
F5 BIG-IP LTM and Globalscape Enhanced File Transfer (EFT) and DMZ Gateway devices
necessary for successful interoperability.

This document does not describe how to install the software for the F5 BIG-IP LTM, Globalscape
EFT, or Globalscape DMZ Gateway. Please refer to the relevant help documentation for those
procedures.

e Globalscape help documentation can be accessed from http://help.globalscape.com/help/.

e F5 BIG-IP LTM documentation is available at https://support.f5.com/



http://help.globalscape.com/help/
https://support.f5.com/

Test Setup

The test setup for the (virtual) devices illustrated below included:

e 12 virtual machine images

e 4 networks

e 2 F5BIG-IP LTM instances

e 2 EFT servers in active-active HA configuration

e 2 DMZ Gateways, externally facing

e 2 internal clients

e 2 exte

rnal clients

e 1 HA file server/database server

e 1 external FTP/SFTP server

External Client 1 E

Internet bmz Internal Production
> S N .
DMZ Server EFT Server
3.3.08 Enterprise 7.1.5.3
Windows 2012 R2 Windows 2012 R2

&

! Internal Client 1
! |
Q BIG-IP LTM ' S | BIG-IP LTM \
\ ! |
% | !
,/ DMZ Server | EFTServer ! %
External Client 2 3308 { Enﬁerpnse 7.153 | ‘
/ Windows 2012 R2 | Windows 2012 R2 : Internal Client 2
|
b , ;
f EFTARM |
} SqlServer |
| Database :
|
! |
External { |
|
FTR/SETP Server : Shared HA folders |
|
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Once communication between networks was verified, the following tests were run using EFT automation
rules:

Files can be uploaded using any supported protocol.
The file will be marked with username and eventually archived in a compressed zip file.

Internal Users |

uu

OnUpload

EVENT RULE (AWE Task):
1. Rename file to include username
2. Copy File to Processed folder

User folders

EVENT RULE (AWE Task):
1. Get list of all files in Processed folder
2. Copy to tmp directory

o 3. Create a single zip file of all files and move to
archive folder -
| —l
Scheduled Task
Processed

T Archive

EVENT RULE:
| S/ENT::ULE = 1. PGP Encrypt file
| S 2. Upload copy of file to external server via SSH
—_— FolderMonitor 3. Copy file to Processed folder

F5ToBeProcessed
OnUpload

User folders
E.‘ I External server

External Users [ >
Files can be uploaded using any supported protocol. The file will be PGP encrypted,
sent to an external server and eventually archived in a compressed zip file.




Testing Criteria

The table below describes the functions that were used to determine solution validation and how
success was measured. All tests passed successfully.

Function Success Measurement

2 nodes handle client connectivity, With both EFT/DMZ Gateway nodes up, external clients can upload and download files

connected with the DMZ using any supported EFT protocol. This was confirmed by logging into the EFT Admin

Gateways Ul on one of the nodes, clicking the Report tab and viewing an “Activity — All File
Transfers” report, and verifying that the files appear in the transaction log.

Additionally, when either EFT node is set to offline in the F5 BIG-IP LTM, the external
client can continue to upload/download files just as before.

2 nodes handle the naturally With both nodes up, an internal user can to upload a file and see the file automatically
distributed On File Upload Rules  renamed when it is uploaded to the user folder. The file is renamed to include the
reacting to incoming data username prepended to the filename. (The client may need to refresh the directory

listing to verify this.)

2 nodes handle Scheduled Tasks A scheduled task is configured to create a compressed archive of all processed files.
For testing, this is setup to run every minute. After files have been uploaded (by either
internal or external clients), a zip file (with a timestamp name) appears in the Archive
directory as configured in EFT. This task can always run as long as at least one EFT
node is up.

2 nodes handle Folder Monitors ~ When an external user uploads a file, a Folder Monitor rule is configured to do
OpenPGP encryption on the file and offload a copy of the file to an external SFTP
server. This tests whether EFT is able to go out through the F5 BIG-IP LTM using DMZ
Gateway as a proxy. This functionality is working; demonstrated by file (with .pgp
extension) being successfully copied to the external server.

2 systems configured to handle This test environment is setup with two AWE tasks:
AWE tasks A Rename task for files sent by internal users.
A Scheduled (Timer) task that creates the archive zip files.
Successful completion of the Event Rules indicates use of the AWE engine.

2 systems configured to handle The Scheduled (Timer) task for creating the zip archive (see above) in particular is a

processing the more resource- very resource-intensive operation. When a large file (> 250 MB) is uploaded and

intensive workflows compressed into the zip archive, this indicates that the devices can handle resource-
intensive workflows.




F5 BIG-IP LTM — Required Configuration

Described below are the necessary configuration steps to configure the F5 BIG-IP LTM to interoperate with
Globalscape DMZ Gateway and Enhanced File Transfer (EFT) platform.

Obviously, for all configuration, use the addresses and ports that are used in your network. The following
configuration is described:

1.

2
3.
4

Create VLANS
Create Self IPs
Create nodes for each DMZ Gateway

Define the Pools and virtual servers for the following protocols:

e HTTP
e HTTPS
e SFTP

e FTP (and not FTPS Explicit)
e FTPS implicit
e FTP and FTPS Explicit

——
0o
| —



Create VLANSs

The F5 BIG-IP LTM has multiple physical (or virtual if using the virtual appliance) network adapters. At least
one will point internally and one will point externally so that all traffic passing between the two networks goes
through the F5 BIG-IP LTM. If VLANSs do not already exist for the internal network (EFT/DMZ) and external
(e.g. internet) traffic create them by going to Network > VLANS.

i_;‘ BIG-IP® - bigipl.local.net

€ 3> C | &bupt//192.168.100.147/xui/ ~®0 =
3% Apps Y Bookmarks mm G @ & Drive & News &; Technology » mTFS @vCenterCIiem [ Paycom QDashboard [Jenkins] » (] Other bookmarks

Date: Nc 2 User: admin Partition X I

Time; 1:4: 5T) Role: Administrator

|| ONLINE (ACTIVE)
|| standalone

Network » VLANs : VLAN List

1+ + VLAN List VLAN Groups
—
iA :
@ i [* ||Search| Create...
@ DNS IZI | ~ Name | < Application I < Tag | Untagged Interfaces | Tagged Interfaces | % Partition / Path
[ external 4003 12 Common
ErEaHbate ) internal 4094 11 Common
( 24) Acceleration | Delete... |

@ Device Management

£2) Network

Interfaces
Routes
SelfIPs
Packet Filters
Trunks

Tunnels

Rouli Domains

Class of Service
ARP

IPsec

wcep L
| DNS Resolvers

System




Create Self IPs

Next, you can specify the network for each VLAN by creating a Self IP. A Self IP associates an IP
Address/mask combination with a VLAN. In our example, our internal VLAN is associated with 172.10.1.1
and mask 255.255.255.0 and our external VLAN is associated with 10.10.10.1 and mask 255.255.255.0.

() BIG-IP® - bigipllocalne: x (i) BIG

€ - C | B bups//192.168.100.147/xui/ w ¥ 0 =

i Apps % Bookmarks G @ & Drive & News & Technology» [JTFS (5) vCenterClient ['] Paycom (& Dashboard [Jenkins] » (] Other bookmarks

Partion

|| ONLINE (ACTIVE)
| standalone

Network » Seif IPs

/v 2 . SelfIP List
PE—

iApps = S ———— _
@ o [* ||Search Create...
@ DNS V]| ¢ Name | # Appication | = IP s < VLAN/Tunnel | + Traffic Group |+ Partion /Patn

[ ExternaiNetwork 10.10.10.1  255.255.255.0 external traffic-group-local-only Common
BT ) InternalNetwork 172.10.1.1 2565265.255.0 internal traffic-group-local-only Common
@ Acceleration 140elete...
@ Device Management
E2) Network
Interfaces

Bautes
(e

Packet Filters

Trunks

Tunnels

Route Domains

VLANs

Class of Service

ARP

IPsec
WCCP

DNS Resolvers

——
| —
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Create Nodes for each DMZ Gateway box

You can now define nodes for the DMZ Gateway box by going to Local Traffic > Nodes. In our example we
have defined two DMZ Gateway nodes named “DMZ1” and “DMZ2” with IP Addresses 172.10.1.101 and
172.10.1.102 respectively.

(B BIG-IP® - bigipLiocalne: x \{§) BIG-IP@ - bigip2iocalnet x |\

€ - C | {Xb#ps://192.168.100.147/xui/ =
33 Apps ¥ Bookmarks G @ & Drive & News & Technology» [] TFS () vCenter Client [% Paycom 3 Dashboard [Jenkins] » (CJ Other bookmarks

Hostname:  bigip1 local.net 2 U i =
i 7 )R o S Cormon v |

|| ONLINE (ACTIVE)
| standalone

Local Traffic » Nodes : Node List

Nl statistics 1+ - | Node List Default Monitor Statistics
G ows F |[Search] Croate. |
@ DNS vl ] [~ Status [ + Name [e Application | + Address ]: FQDN |+ Ephemeral | + Description | + Parttion  Path
(] @ DMZ1 172.10.1.101 No Common
() Local Traffic o @ DMZ2 172.10.1.102 No Common
Network Map | Enable || Disable || Force Offline || Delete... |

Virtual Servers
Policies
Profiles
iRules
Pools

Monitors

Traffic Class

Address Translation

(£ 24) Acceleration

Device Management

£2) Network

T Cuntam

——
| —
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The last steps in F5 BIG-IP LTM configuration are creating Pools and Virtual Servers for the protocols. Be
aware that there are some subtle differences between each protocol.

HTTP
To add configuration for handling HTTP traffic:

1.
2.

6
7.
8
9

Create a pool named HTTP.
Add the two DMZ Gateway nodes and service port 80.

Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

Create a virtual server named HTTP. A virtual server creates a listening socket on the F5 BIG-
IP LTM for a specific port. For this server use port 80.

For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP
LTM will listen on. This is the IP address that clients will connect to from outside the
organization. In our example we have selected 10.10.10.11.

For the HTTP Profile select “http” and set the FTP Profile to “None”.
For Source Address Translation select “Auto Map”.
For the Default Pool select “HTTP”.

For the Persistence profile selectsource_addr.

10. All other default settings are OK.

/ (@ vSphere Web Client % ] (§ BIG-IP® - bigipllocalnet x \{§) BIG-IP® - bigip2localner x |\

f5

Main

€« C' | (% b#ps://192.168.100.147/xui/ % 0 =
31 Apps ¥ Bookmarks G @ & Drive & News & Technology» [E] TFS (&) vCenterClient [ Paycom 3 Dashboard [Jenkins] »  [C] Other bookmarks

:‘;oslname bigip1 local.net Date: Dec 5 User: admin Partition: mv—

ress. 192.168.100.147 Time: 8:38 AM (CST) Role: Administrator

|| ONLINE (ACTIVE)
|| standalone

l /e Statistics

e Name HTTP i I
&) ons Description
Q}ﬁ Local Traffic Active Available ;
/Common Al https_443 af
Network Map Health Monitors inband [=] ‘hct;ps_head_ﬁ ‘
Virtual Servers [>2] | tcp_half_open LH
I _udp o]
Policies
Profiles Resources
Load Balancing Method | Round Rabin v
iRules
Pools Priority Group Activation | Disabled v
Nodes - New Node '/ New FQDN Node ® Node List
Address: | DMZ2(172.10.1.102) v |
Monitors =
Service Port:| 80 \ HTTP v
Traffic Class ‘ Add ‘
Address Translation New Members [R:7P:0C:0 DMZ1 172.10.1.101 :80 =
R:1P:0 C:0 DMZ2 172.10.1.102 :80
(¢ 24) Acceleration
—— |
g Device Management | Edit || Delete |
@ Network [ Cancel || Repeat || Finished |
System

Local Traffic » Pools : Pool List »» New Pool...

v

Configuration: | Basic

HTTP Pool




(2 vSphere Web Client % YV (§ BIG-IP® - bigipLlocalne: x \{§) BIGIP® - bigip2localnet x |\

« C | (x betps,//192.168.100.147/xui/ N o

i Apps ¥ Bookmarks mm G @ & Drive & News & Technology» [X] TFS (&) vCenterClient [Y Paycom (G Dashboard [Jenkins]

Hostname: ~ bigip1 Jocal.net Date: Dec User: admin
IP Address: 192.168.100.147 Time: 9:01 AM (CST) Role: Administrator

|| ONLINE (ACTIVE)
| standalone

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server...

/el statistics
—= General Properties
L iApps
L Name [HTTP
@ DNS Description }'{'iriurarlrsrerverrfor E’I—;Trl-;ﬁPitirarfﬁrc
Em Local Traffic Type | Standard v
Source Address [
Network Map
Vintial Saneis Destination Address [1010.10.11
Policies Service Port ‘ 80 [HTTP v
Profiles Notify Status to Virtual Address | ¥
iRules State [Enabled v
Pools P e 1
Configuration: | Basic X
Nodes — =
Protocol TCP v
Monitors
Protocol Profile (Client) |tep v
Traffic Class R ~
Protocol Profile (Server) (Use Client Profile) v
Address Translation 5 =
HTTP Profile | None v
(¢ 24) Acceleration FTP Profile None v |
5 RTSP Profile None v |
g Device Management =
< Selected Available
£2) Network -] [iICommon Z
SSL Profile (Client) &5l | crentsst
clientssl-insecure-compatible
System [>>] | crypto-server-default-clientss|
il wom-default-clientss! >
Selected - ~ Available
~|  /iICommon -
SSL Profile (Server) ‘ﬁ apm-default-serverss! |
= crypto-client-default-serverss|
....... Bl ey

HTTP Virtual Server
HTTPS
To add configuration for handling HTTPS traffic:
1. Create a pool named HTTPS.
2. Add the two DMZ Gateway nodes and service port 443.

3. Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

4. Create a virtual server named HTTPS.

5. For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP
LTM will listen on. This is the IP address that clients will connect to from outside the
organization. In our example we have selected 10.10.10.11. For this server use port443.

6. Make sure the HTTP and FTP profiles are set to “None”.
7. For Source Address Translation select “Auto Map”.

8. For the Default Pool select “HTTPS”.

9. For the Persistence profile select source_addr.

10. All other default settings are OK asiis.




SFTP

To add configuration for handling SFTP traffic:

1.
2.
3.

6
7
8.
9

Create a pool named SFTP.
Add the two DMZ Gateway nodes and service port 22.

Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

Create a virtual server named SFTP.

For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP
LTM will listen on. This is the IP address that clients will connect to from outside the
organization. In our example we have selected 10.10.10.11. For this server use port22.

Make sure the HTTP and FTP profiles are set to “None”.
For Source Address Translation select “Auto Map”.
For the Default Pool select “SFTP”.

For the Persistence profile select “None”.

10. All other default settings are OK.

FTP (and not FTPS Explicit)

If the F5 BIG-IP LTM will only handle FTP and not FTPS Explicit traffic then you can use the built-in FTP
profile for the Virtual Server. If you need to handle both FTP AND FTPS traffic, see below.

1.
2.
3.

6
7
8.
9

Create a pool named FTP.
Add the two DMZ Gateway nodes and service port 21.

Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

Create a virtual server named FTP.

For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP
LTM will listen on. This is the IP address that clients will connect to from outside the
organization. In our example we have selected 10.10.10.11. For this server use port 21.

Set the FTP profile to “ftp” and the HTTP profile to “None”.
For Source Address Translation select “Auto Map”.
For the Default Pool select “FTP”.

For the Persistence profile select “None”.

10. All other default settings are OK.

——
| —
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FTPS Implicit

FTPS Implicit typically runs on port 990 rather than the standard FTP port 21.
1. Create a pool named FTPS-IMPLICIT.
2. Add the two DMZ Gateway nodes and service port 990.

3. Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

4. Create a virtual server named FTPS-IMPLICIT.

5. For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP
LTM will listen on. This is the IP address that clients will connect to from outside the
organization. In our example we have selected 10.10.10.11. For this server use port990.

6. Make sure the HTTP and FTP profiles are set to “None”.
7. For Source Address Translation select “None”.

8. For the Default Pool select “FTP-IMPLICIT”.

9. For the Persistence profile select “None”.

10. All other default settings are OK.

FTP and FTPS Explicit

If the F5 BIG-IP LTM will handle FTP and FTPS Explicit traffic then you cannot use the built-in FTP profile for
the Virtual Server. FTP and FTPS Explicit use the same port (21 by default) and if you use the built-in FTP
profile the F5 BIG-IP LTM cannot inspect the FTPS traffic because it is encrypted and it will be blocked. To
make this work requires another way of handling both types of traffic.

1. Create a pool named FTP.
2. Add the two DMZ Gateway nodes and service port 21.

3. Add a health monitor (if you do not know which to select you may use “inband”. See F5 BIG-IP
LTM documentation for more information).

4. Create another pool named FTPS_EXPLICIT.

5. Add the two DMZ Gateway nodes but with a service port of 0. This creates a “wildcard” pool
that can service traffic on whatever data port FTP needs.

Create a new iRule (Local Traffic > iRules > iRule List) named “WILDCARD_PROTECT” with the
following script:

when CLIENT ACCEPTED ({
if {([TCP::local port] >= 28005)

&& ([TCP::local port] <=
28010) } { pool FTPS-
EXPLICIT

In the iRule 28005 and 28010 represent the port range configured for PASV connections in EFT. This rule
will be attached to the Virtual Server will we create.

——
| —
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Persistence profile

1. Create a new persistence profile (Local Traffic > Profiles > Persistence) named “FTPS_EXPLICIT".
2. Create it as type “Source Address Affinity” with a parent profile “source_addr”.

3. Select a custom configuration and enable “Match Across Services” and “Match Across Virtual

Servers.”

e —— il (Ceremy Ml S
/ (§ BIGIP® - bigipLlocalne: x (& BIGIP® x | €3 StickyMinds | The Impact X

| € & € | Bxbhups//192.168.100.147/xui/ w %0 =

|
»  [C] Other bookmarks J

il Common v

I Apps % Bookmarks wm G @ & Drive & News & Technology» [5] TFS (B) vCenterClient [ Paycom &3 Dashboard [Jenkins]

|| ONLINE (ACTIVE)
| standaione

~ About Local Traffic » Profiles : Persistence » FIPS_EXPLICIT

[~ Statistics
@ iApps
General Properties
) ons Name FTPS_EXPLICIT
Partition / Path Common
(s Eocalratie Persistence Type Source Address Affinity
| = — ——
| Network Map Parent Profile | source_addr v |
| Virtual Servers q
| Configuration Custom ¥/
Policies — -
Match Across Services ¥ Enabled @
Profiles
| Match Across Virtual Servers ¥ Enabled (T4]
Rul = =
[ GRS Match Across Pools o @
Pool o
i Hash Algorithm [Defaut v @
Nodes - F
( Timeout [Specify.. v][ 180 | seconds C
| Monitors =
| Mask [None v v
Traffic Class ===
| : P -
Map Proxies 4} @
Address Translation L Enablert b
Override Connection Limit O (7]
1 (£2) Acceteration Update || Delete...
F == LS S

——
| —
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2. Select fastL4 as the parent profile.

usuum
e
@cms

35 Local Trathe

Network Map
Virtual Servers
Poicies
ProSies
Rules
Pools
Nodes
Monitors
Trafic Class

Adaress Translason
(%) Acceleration
% Device Mansgement

£ Network

L!_:] Systom

Local Traflic » Profiles : Protocol : Fast L4

General Propertios
Name
Partition / Path
Parent Profile

Settings

Reset on Timeout
Reassemble [P Fragments
Idle Timeout

TCP Handshake Timeout
Maumum Segment Sce
Override

PVA Ofioad Dynamk

PVA Dynamic Chent Packets
PVA Dynamic Server Pachets
1P ToS 1 Client

IP ToS 10 Server

Link QoS o Client

Link QoS 1o Server

TCP Timestamp Mode

TCP Window Scale Mode

Generate Ininal Sequence
Numder

S¥ip Sack OK

RTT fom Chent

RTT fom Server

Loose Intaton

Loose Close

TCP Ciose Timeout
TCP Keep Allve interval
Hardware SYN Cookle
Protecton

Software SYN Cookie
Protecton

SYN Cookie White List
Server Sack

Server Timestamp
Recerve Window

Late Bnding

FTPS-EXPLICIT
Common

s v

¥ Enadled
¥ Enabled
Specity. v 300
Specify. v| §
Disabled v
Enabled v
Packets
0 Packets
Pass Through v
Pass Through v
Pass Through *
Pass Through v
Preserve v

Preserve v

Specify. v | 5

Disabled v

¥ Enadled

0 bytes

——

TPS-EXPLICIT

17

seconds

seconds

seconds

Custom

Protocol profile

1. Create a new protocol profile (Local Traffic > Profiles > Protocol > FastL4) named “FTPS_EXPLICIT”.

PO RN § B R R @ K

<
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Virtual servers

1. Create a virtual server named “FTP-FTPS_EXPLICIT".

2. For the Destination Address of the virtual server enter an external IP address the F5 BIG-IP LTM will
listen on. This is the IP address that clients will connect to from outside the organization. In our
example, we have selected 10.10.10.11. For this server use port 21.

Make sure the HTTP and FTP profiles are set to “None”.
For Source Address Translation select “None”.

For the Default Pool select “FTP”.

For the Persistence Profile, select “FTPS_EXPLICIT”.
All other default settings are OK.

Create another virtual server named “FTP-FTPS-PASV”

© 0 N o U kW

Make the type “Performance (Layer 4)”

10. Again, make the Destination address 10.10.10.11 (same as previous virtual server) and make the
port O (for all ports).

11. For the Protocol Profile (Client) select the FTPS_EXPLICIT Protocol profile previous created.
12. For Source Address Translation select “None”.

13. For the Default Pool select “None”.

14. For the Persistence Profile, select “FTPS_EXPLICIT.”

15. Add the “WILDCARD_PROTECT” iRule (see image).

16. All other default settings are OK as is.

CeenBIES R

(® BIG-IP® - bigipLlocalnet X (g\ BIG-IP® x { €3 StickyMinds | The Impact X |

€ - C | B baps//192.168.100.147/xui/ w» 0 =
b Apps ¥ Bookmarks mm & . ‘Drive & News &5 Technology » mTFS @vCenterCIient D Paycom ﬂ Dashboard [Jenkins] » Cl Other bookmarks
Hostname:  bigip1.local.net 2015 = iy m—
IP Address: 192.168.100.147 ne: 3: CST) Role: Administrator ko
|| ONLINE (ACTIVE)
5 | standalone
Main | / Local Traffic » Virtual Servers : Virtual Server List »» FTP-FTPS-PASV
e statistics 7+ v | Properties Resources Statistics
—
'E iApps
Load Balancing
&3 ons Default Pool None v
Default Persistence Profile ‘None v|
[}jﬂ Local Traffic
Fallback Persistence Profile None v
Network Map - m—
| Update |
Virtual Servers

Policies s “Manage... |

Profiles Name

[Rules WILDCARD_PROTECT

Pools
Nodes
Monitors

Traffic Class

ardrace Tranclatinn




Address Translation SNAT

1. Create a SNAT List entry (Local Traffic > Address Translation > SNAT List) for the IP Address of
the Virtual Server (10.10.10.11 in our example).

2. Add the IP addresses of the DMZ Gateway nodes to and address list of the SNAT entry.
CeenB)ETRall ]

€ StickyMinds | The Impact %\,

/(@ BIGIP® - bigipLiocalne: x \ (&) BIG-IP@
€ & C | [xbups//192.168.100.147/xui/ w0 =
12 Apps ¥ Bookmarks mm G @ & Drive & News & Technology » m TFS @ vCenter Client [ ] Paycom Q Dashboard [Jenkins] » (] Other bookmarks

Partition: el il v

|| ONLINE (ACTIVE)
|| standalone

Local Traffic » Address Translation : SNAT List », FTPS-EXPLICIT-SNAT

:,_ Statistics. ¥+ ~ | Properiies Statistics
L @ iApps
General Properties
' @ DNS Name FTPS-EXPLICIT-SNAT
[ Partition / Path Common
. 7] Local Traffic
& Description | |
Network Map
[ Virtual Servers ConfigAtion
Translation | IP Address v \‘ 10.10.10.11
\ Policies
| Profiles Origin Address List v
I iRules Address: | \
Paols g
172.10.1.101 -
Nodes Address List 172.10.1.102
Monitors
Traffic Class L_____ =
Edit||Delete
Address Translation
VLAN / Tunnel Traffic [* Al v
(£ 24) Acceleration Auto Last Hop [Default v |
Device Management [ Update || Delete |

A~

Ensure that Address Translation and Port Translation are enabled on every virtual server.

Cannection Rate Limit E

Connection Rate Limit Mode | Per Virtual Server

i

Address Translation I#*| Enabled

Part Translation I#| Enabled
Source Port Freserve
Clone Poaol (Client) Maone v
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DMZ Gateway — Required Configuration

In order for EFT to use DMZ Gateway as a proxy (useful when using Event Rules to copy/move files), DMZ
Gateway must have the F5 BIG-IP LTM configured as its default gateway. This is also required if you want to
use FTP/FTPS in Active mode. When EFT needs to get out to the Internet, it goes through DMZ Gateway,
which then must go through the F5 BIG-IP LTM.

In our example, the default gateway of our DMZ Gateway box is set to the Internal Network Self IP that we
previously created on our F5 BIG-IP LTM.

GlobalSCAPE DMZ Gateway - Version 3.3.0 build 8
7Profile Server Helrp

Z A 2
d Connect =

Navigation | = Network and Sharing Center
& AllProfiles & Network Connections
-
T ‘ 1’;'-’ » Control Panel » Network and Internet » Network Connections »
> Dicahla thic nahuark devica  Di thic chi Rename this connection >
g HA Network Properties | x |
I_ " QAN
g | ; _|ys
Networking | Sharing ) ; \_0,‘ de‘
] BL Gigabit Network C... @~ Intel(
e :
Internet Protocol Version 4 (TCP/IPv4) Properties -
General |
T You can get IP settings assigned automatically if your network supports
r this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.
() Obtain an IP address automatically
(®) Use the following IP address:
IP address: 172,10 . 1 101
Subnet mask: 255.255. 0 . 0
[ Default gateway: 172, 30z Ao 1
Obtain DNS server address automatically
(®) Use the following DNS server addresses:
Preferred DNS server: |:]
Alternate DNS server: I:]
[T validate settings upon exit
3 item
DMZ Gateway is runfmgs | OK | | Cancel |

——
| —
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EFT — Required Configuration (for external F5 BIG-IP LTM)

You must configure EFT to use the DMZ Gateway. Obviously, for all configuration, use the addresses and
ports that are used in your network.

File Edit View Configuration Tools Reports Window Help
PRI A MR LY O IEEIREEEL R
[ Report | 6 Status | () vrs| & Server DMZ Gateway |

E-»a Default Server Group
EIB LocalHost
E}. GSAuthSite [l Enable the DMZ Gateway as a proxy*
g User Settings Templates DMZ Gateway address: [ 192,101,101 |
+ Groups

DMZ Gateway Connection

Port: 44500

Commands
-} Advanced Workflows Status: Connected ) Reconnect
- Event Rules

-

Activity Protocols
L.y, Search (Ctrl+F) Speify the protocols and ports that can be routed through the DMZ Gateway.

[viFP

[WIFTPS (s5L/TLS) 21 %’} PASV settings

IFTPs (ssLms) - Implctmode  [930 15
MIsFTP (ssh2) EX-
Mk

[VIHTTPS a3 =

Note: HTTP/S is also used for AS2 and Web Transfer Client connections

\i).* DMZ Gateway licensed separately

+ Apply 2| Refresh X Remove

EFT Server started on Dec 02, 2015. 09:37:35 AM Users connected: 0

If you want to support FTP PASV you must configure the PASV settings for DMZ Gateway and enter
the Destination IP Address for the Virtual Server previously created in the F5 BIG-IP LTM for FTP.

Also, the port range previously used in the “WILDCARD_PROTECT” iRule must be the same port
range used here:

[V Assign PASY mode IP address

] (If you want to use the same address as

P:| 10.10.10.11 this Site's home IP, leave 0.0.0.0 here)

PortRange:  From:| 28005 3] To:




EFT Event Rules Going through DMZ Gateway and F5 BIG-IP LTM

If your Event Rule has a copy/move offload action and the destination is a server external to your
organization, you must configure DMZ Gateway to be used as a proxy. This will ensure that it goes through
DMZ Gateway and the F5 BIG-IP LTM.

Configure DMZ Gateway as a proxy in the Event Rule's Offload Action Wizard (copy/move action).

File Offload Configuration

[V Use proxy settings below when connecting to remote host
Proxy type: (®) Use EFT Server's DMZ Gateway as the proxy
O FTP proxy
(O HTTP proxy

Host name: I

Username: [

Password: [




EFT Support for External F5 BIG-IP LTM and Internal F5 BIG-IP LTM

A single EFT site is able to operate connected to two F5 BIG-IP LTMs on two different networks. This setup
may be necessary when one network handles external traffic and another handles internal traffic. For this to
work correctly for all protocols, the external traffic must go through DMZ Gateway as shown in the previous
section, and the internal traffic cannot go through DMZ Gateway. If you require internal traffic to also go
through DMZ Gateway, it will require a separate site.

To use a single site with 2 F5 BIG-IP LTMs, you must configure the internal F5 BIG-IP LTM exactly as the
external one. Since this second one exists on an internal network it should be on a different subnet than the
external F5 BIG-IP LTM. This means the IP addresses used for the internal F5 BIG-IP LTM (e.qg., for nodes,
Self IPs, Virtual Servers, etc.) will be different; however, the basic configuration of the internal F5 BIG-IP
LTM will be the same as the external F5 BIG-IP LTM.

Another small difference is that the internal F5 BIG-IP LTM nodes will point to the EFT machines themselves
rather than DMZ Gateway machines.

Assuming you have a second F5 BIG-IP LTM configured for the internal network:

1. Touse FTP/FTPS in Active mode set the default gateway of the EFT machine to point to the
internal F5 BIG-IP LTM.

re
rr

I

Network and Sharing Center
& MNetwork Connections

+ | E' v Control Panel » MNetwork and Internet » Network Connections

roaniza_w  Dicahls thic nshueord de Diannocs thic connact Renome this connechion\
[ InternalClientNetwork Propertie: X

EMetwork L".

Networking | Sharing -

| L Gigabit Metwork C... =

G

Internet Protocol Version 4 (TCP/IPv4) Properties -

General

T You can get IP settings assigned automatically if your netwark supparts
g this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically
(®) Use the following IP address:

IP address: 72 .11 . 1 .101
Subnet mask: 255,255,255, 0
] Default gateway: 172,11 . 1 . 1

Obtain DNS server address automatically

(®) Use the following DNS server addresses:

Preferred DNS server: l:l
Alternate DNS server: I:I
[Ivalidate settings upon exit

3 item
h I




2. Inthe main site configuration (not the gateway configuration for the site) you must configure the
FTP PASV setting. Here you will use the Destination IP Address you configured for your FTP
Virtual Server and you must also have the same port range as configured in your internal F5 BIG-

IP LTM iRule.

4] LocalHost [127.0.0.1:1100] - Connected as Local computer\Administrator [Started] - Globalscape — EFT Server Enterprise 7.1 1

File Edit View Configuration Tools

Reports

Window Help

PR @-@- v BB A IS X GRE@ NN

[ Report | € Stetus [ () vrs| & Server L
= Q’é‘ Default Server Group
- E’ LocalHost
=4 GSAuthSite
’+ 4% User Settings Templates
) € Groups
o 0 Commands
[+ @ Advanced Workflows
=@ Event Rules
\..mm ArchiveFiles
. OnExternalUpload
- OnlnternalUpload

8] Gateway
P Activity
L.CY, Search (Ctrl+F)

FTP Settings

FTP Options

Encoding: OutF8 ®) Auto-detect
[ Allow site-to-site transfer (FXP - may place server at risk to 'bounce’ attacks)
[v] Allow FTP dient anti-timeout measures

Allow multi-part transfers (COMB command)

[W] Allow integrity checking (XCRC command)

[] Assign Passive mode IP address
(If you want to use the same address as
Ip:| 11111111 this Site's home IP, leave 0.0.0.0 here)
Port range from: | 28005 -5 o | 28010 -2

Message override
Connection (banner) message:

EFT Server Enterprise A

User limit reached message:

Quit session message:

est practices
Lire protocols.

unt management
transactions

eaccount

rvices and AS2)

" Apply |2 Refresh X Remove

Ready

EFT Server started on Dec 02, 2015. 09:37:35 AM

Usersc

Conclusion

If you have configured the F5 BIG-IP LTM, EFT, and DMZ Gateway as described in this document, your
system should be able to pass the same testing criteria as used in our testing.

If you need assistance with this configuration, please contact your Globalscape account manager or
Globalscape Support at https://www.globalscape.com/support.

——
| —
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